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Abstract. We consider the class of abelian groups possessing partial decomposition bases in $L^\delta_{\infty,\omega}$ for $\delta$ an ordinal. This class contains the class of Warfield groups which are direct summands of simply presented groups or, alternatively, are abelian groups possessing a nice decomposition basis with simply presented cokernel. We prove a classification theorem using numerical invariants that are deduced from the classical Ulm-Kaplansky and Warfield invariants. This extends earlier work by Barwise-Eklof, Göbel and the authors.

1. Introduction

One aspect of the model theory of groups is to ask for natural generalizations of classical algebraic results in a model theoretic way. Classifications of certain classes of groups (modules) in terms of numerical invariants are an especially good source for such model theoretic descriptions. It was Szmielew [Sz] who first took this point of view and considered abelian groups model-theoretically. Later on Barwise and Eklof [BE] took up Szmielew’s approach and characterized the equivalence classes of torsion abelian groups with respect to the relation of satisfying the same sentences of some infinitary language $L$, e.g. $L_{\omega,\omega}$. This results in a model theoretic version of the classification of totally projective $p$-groups in terms of their Ulm-Kaplansky invariants (see Ulm [U], Hill [H] and Walker [Wal]). In particular Barwise and Eklof obtained as a corollary the classical theorem by Ulm stating that two countable abelian $p$-groups are isomorphic if and only if their Ulm-Kaplansky invariants coincide. Their proof used derivatives of the Ulm-Kaplansky invariants and a so-called Karp system of isomorphisms $I_\alpha$ that allows the lifting of partial mappings to global ones. Recall that the usual axioms for abelian groups can be stated in the lower predicate calculus (i.e. in $L_{\omega,\omega}$), however it is necessary to allow languages with infinite expressions to characterize torsion groups or simple groups. For instance, the compactness theorem shows that abelian torsion groups are not axiomatizble in $L_{\omega,\omega}$.
Extending the classification of totally projective $p$-groups algebraically it was Warfield [War2] who introduced new invariants, the so-called Warfield invariants, to classify up to isomorphism $p$-local abelian groups possessing a nice decomposition basis with simply presented cokernel. Motivated by the result of Barwise and Eklof the first author [J1, J2] considered Warfield’s theorem and proved an analogous result in $L_{\infty\omega}$ for a larger class of $R$-modules in the case of $R = \mathbb{Z}_p$ and also in the global case of $R = \mathbb{Z}$. Again variants of the classical Warfield invariants were needed. Independently the second, third and fourth authors proved similar results together with Göbel (see [GLLS]).

Passing to $L_{\infty} \delta$ the authors were able to prove in the local case analogous results using Karp systems that consist entirely of partial isomorphisms that preserve heights up to ordinals $\leq \omega \delta$. In this paper we will show the global model theoretic classification of modules with partial decomposition bases in $L_{\infty\omega}^\delta$.

The rest of the paper is organized as follows: In section 2 we recall the basic definitions and notation concerning $p$-groups and Warfield modules from module theory. Then in section 3 we review the basics of model theory needed for our paper. Section 4 contains the known classifications from [BE], [GLLS], [J1] and [J2] in the language $L_{\infty\omega}$. Section 5 contains a classification in $L_{\infty\omega}^\delta$ for $\mathbb{Z}_p$-modules with partial decomposition bases which can be found in [JL]. Finally, section 6 contains our main theorem which is the classification theorem in $L_{\infty\omega}^\delta$ in the global case for groups with partial decomposition bases.

For notation and terminology on abelian groups and on model theory, the reader may refer to [F1], [F2], [L] and [R].

2. Notations and terminology

Throughout this paper, $R$ will denote an arbitrary principal ideal domain, unless stated otherwise, and $G$ will denote an $R$-module. A module over $\mathbb{Z}$ is referred to as a group. The torsion part of $G$ is denoted by $tG$. For each ordinal $\alpha$ and prime $p \in R$, a submodule $p^\alpha G$ is defined as follows: $pG = \{pg : g \in G\}$, $p^{\alpha+1}G = p(p^\alpha G)$, and $p^{\alpha}G = \bigcap_{\beta < \alpha} p^\beta G$ if $\alpha$ is a limit ordinal. The $p$-length of $G$ is the smallest ordinal $\tau$ such that $p^\tau G = p^{\tau+1}G$. With every $x \in G$, we associate its $p$-height $|x|_p$, that is, $|x|_p = \alpha$ if $x \in p^\alpha G \setminus p^{\alpha+1}G$ and $|x|_p = \infty$ if $x \in p^\infty G = \bigcap_{\alpha} p^{\alpha}G$. If $S$ is a subset of $G$, then $\langle S \rangle$ denotes the submodule of $G$ generated by $S$, and $\langle S \rangle^0$ denotes the set of all elements $x \in G$ such that $rx \in \langle S \rangle$ for some $0 \neq r \in R$. If $x$ is an element of $S$, then the $p$-height of $x$ computed in $G$ coincides with the $p$-height of $x$ computed in $\langle S \rangle^0$.

For a prime $p$, $\mathbb{Z}_p$ denotes the ring of integers localized at $p$. Notice that the natural map $G \rightarrow G_p = G \otimes \mathbb{Z}_p$ with $x \mapsto x_p = x \otimes 1$ preserves $p$-heights (cf. [F2] Part 2, Lemma 13). Suppose $S$ and $T$ are submodules of $R$-modules $G$ and $H$, respectively. For an ordinal $\alpha$, an isomorphism $f : S \rightarrow T$ is called $\alpha$-height-preserving if for all $x \in S$ and primes $p \in R$ we have $\min\{|x|_p, \alpha\} = \min\{|f(x)|_p, \alpha\}$ where all $p$-heights are computed in $G$ and $H$, respectively. Let $G[p] = \{x \in G : px = 0\}$. Recall that the Ulm-Kaplansky invariants of $G$ are defined by

$$u_p(\alpha, G) = \dim(p^{\alpha}G)[p]/(p^{\alpha+1}G)[p]$$

for $\alpha$ an ordinal, and

$$u_p(\infty, G) = \dim(p^{\infty}G)[p].$$
The subscript \( p \) may be dropped if it is clear which prime \( p \) is considered. Ulm [U] proved that these cardinal numbers are isomorphism invariants of countable torsion groups.

We adopt the convention that \( \infty > \alpha \) for \( \alpha \) an ordinal or \( \infty \). An Ulm sequence is an increasing sequence \( \beta = (\beta_i : i < \omega) \) where each \( \beta_i \) is an ordinal or the symbol \( \infty \). Two Ulm sequences \( \beta = (\beta_i) \) and \( \gamma = (\gamma_i) \) are called equivalent, and we write \( \beta \sim \gamma \), if there exist \( k, l < \omega \) such that \( \beta_{i+k} = \gamma_{i+l} \) for all \( i < \omega \). The equivalence class of \( \beta \) is denoted by \( [\beta] \). The \( p \)-Ulm sequence of \( x \) in \( G \) is the sequence \( U_p(x) = ([p^i x]_p : i < \omega) \).

For an element \( x \) of a group \( G \) the Ulm matrix of \( x \) is the doubly infinite \( \mathbf{P} \times \omega \) matrix \( U(x) \) having \( U_p(x) \) as its \( p \)-th row. More generally, an Ulm matrix is a matrix \( A = \{a_{p,i}(p,i)\in\mathbf{P}\times\omega\} \) such that each row is an Ulm sequence. If \( n \) is a positive integer, we let \( n A \) be the Ulm matrix having \( a_{p,i+n} \) as its \( (p,i) \) entry where \( |n_p| \) is the \( p \)-height of \( n \) in \( \mathbb{Z} \). It follows that \( n U(x) = U(nx) \). If \( A = [a_{p,i}] \) and \( B = [b_{p,i}] \), we write \( A \geq B \) in case \( a_{p,i} \geq b_{p,i} \) for all \( (p,i) \). Two Ulm matrices \( A \) and \( B \) are called compatible if there are positive integers \( m \) and \( n \) such that \( m B \geq A \) and \( n A \geq B \). This yields an equivalence relation, and the equivalence classes are called compatibility classes. Note that if two Ulm matrices are compatible, their \( p \)-th rows coincide for almost all primes \( p \). A subset \( X \) of \( G \) is called a decomposition set if

1. all elements of \( X \) are independent and have infinite order;
2. for each \( x = k_1 x_1 + \ldots + k_n x_n \) \((k_1, \ldots, k_n \in R, x_1, \ldots, x_n \in X) \) and prime \( p \in R \), we have \( |x|_p = \min\{|k_i x_i|_p\} \).

\( X \) is called a decomposition basis for \( G \) if in addition, \( G/\langle X \rangle \) is torsion. A decomposition basis \( X \) for \( G \) is called nice if for every prime \( p \), \( \langle X \rangle_p \) is a \( p \)-nice subgroup of \( G_p \), that is, if every coset \( x + \langle X \rangle_p \) \((x \in G_p) \) has an element of maximal \( p \)-height. Groups \((\mathbb{Z}_p\text{-modules}), \text{resp.}\) possessing a nice decomposition basis \( X \) with simply presented quotient \( G/\langle X \rangle \) are called Warfield groups (Warfield modules, resp.).

Stanton defined cardinal numbers that, together with the Ulm-Kaplansky invariants, form a complete set of isomorphism invariants for Warfield groups (see Hunter-Richman [HR], Stanton [St]).

In [J2], Jacoby generalized the concept of decomposition basis: If \( G \) is an \( R \)-module, a system \( \mathcal{C} \) is called a partial decomposition basis for \( G \) if

1. \( \mathcal{C} \) is a nonempty collection of finite subsets of \( G \);
2. if \( X \in \mathcal{C} \), then \( X \) is a decomposition set;
3. if \( X \in \mathcal{C} \) and \( x \in G \), there is \( Y \in \mathcal{C} \) such that \( X \subseteq Y \) and \( x \in \langle Y \rangle^0 \).

It is clear that if \( X \) is a decomposition basis for \( G \), then the collection of all finite subsets of \( X \) is a partial decomposition basis for \( G \).

3. Model-theoretic preliminaries

Throughout this paper, we will consider the language \( L_{\infty\omega} \) which is an extension of an ordinary first order language \( L \) that allows infinite conjunctions and disjunctions and has a variable \( v_\alpha \) for every ordinal \( \alpha \). In this paper we will take \( L \) to be the language of group theory with \( 0, + \) and \( - \).

We define for each ordinal \( \alpha \) a collection \( L_{\alpha\infty\omega} \) of formulas as the smallest collection \( F \) of formulas which contains the atomic formulas and is closed under the following logical operations:
ants classify all torsion groups in $L$ elements of the set $\Phi$. Then $L_{\omega} \subseteq F$, where $F$ is a set of elements called the universe. If $\varphi \in L_{\omega}$ is a formula with at most $n$ variables, $a_1, \ldots, a_n \in A$ and $\varphi(a_1, \ldots, a_n)$ is true, we write $A \models \varphi[a_1, \ldots, a_n]$, and accordingly for a sentence $\varphi$ which is true, $A \models \varphi$.

Let $\alpha$ be an ordinal. Then two models $A = \langle A, \ldots \rangle$ and $B = \langle B, \ldots \rangle$ for $L_{\omega}$ are called $L_{\omega}$-equivalent (resp. $L_{\omega}$-equivalent), and we write $A \equiv \alpha B$ (resp. $A \equiv \infty B$), if for all sentences $\varphi \in L_{\omega}$ (resp. $\varphi \in L_{\omega}$) we have $A \models \varphi$ if and only if $B \models \varphi$.

$L_{\omega}$-equivalent and $L_{\omega}$-equivalent models can be characterized using partial isomorphisms between them:

**Theorem 3.1 (Karp [K]).** Let $A = \langle A, \ldots \rangle$ and $B = \langle B, \ldots \rangle$ be models for $L_{\omega}$ and $\delta$ an ordinal or the symbol $\infty$. Then the following are equivalent:

1. $A \equiv \delta B$;
2. For each ordinal $\nu \leq \delta$ there is a non-empty set $I_\nu$ of isomorphisms on finitely generated substructures of $A$ into $B$ such that
   a. if $\nu \leq \mu$, then $I_\mu \subseteq I_\nu$;
   b. if $\nu < \delta$, $f \in I_{\nu+1}$ and $x \in A$ ($y \in B$, resp.), then $f$ extends to a map $f' \in I_\nu$ such that $x \in \text{domain}(f')$ ($y \in \text{range}(f')$, resp.).

4. Equivalence in $L_{\omega}$

Ulm [U] gave a complete classification of countable $p$-groups in terms of the Ulm-Kaplansky invariants defined earlier. Warfield [War2] extended this theorem to Warfield modules by introducing invariants for an $R$-module $M$ with decomposition basis $X$, where $R$ is a discrete valuation ring with prime $p$. In the definitions that follow $e$ will be an equivalence class of Ulm sequences, $c$ a compatibility class of Ulm matrices and $p$ a prime. Let

$$w(e, M) = \{ x \in X : U_p(x) \in e \}.$$ 

Stanton [ST] extended these invariants to groups and proved that they classify Warfield groups up to isomorphism. If $G$ has a decomposition basis $X$, the Warfield invariants are defined by

$$w(c, p, e, G) = \{ x \in X : U(x) \in c \text{ and } U_p(x) \in e \}.$$ 

Ulm’s Theorem was extended by Barwise and Eklof [BE] who modified the Ulm-Kaplansky invariants: for a $p$-group $G$ and any ordinal $\alpha$, define $\hat{u}(\alpha, G) = \min\{u(\alpha, G), \omega\}$ and $\hat{u}(\infty, G) = \min\{u(\infty, G), \omega\}$. They proved that these invariants classify all torsion groups in $L_{\omega}$. 
Let $M$ be an $R$-module with partial decomposition basis $C$ where $R$ is a discrete valuation ring with prime $p$. Jacoby \cite{J2} defined $\hat{w}(e, M)$ to be the largest integer $n$, if it exists, such that there are $X \in C$ and $x_1, \ldots, x_n \in X$ such that $U_p(x_i) \in e$ for all $i = 1, \ldots, n$. If no such $n$ exists, put $\hat{w}(e, M) = \omega$. These invariants, along with the invariants of Barwise and Eklof, classify all $R$-modules with partial decomposition bases up to $L_{\infty\omega}$-equivalence.

Similarly for groups, Jacoby adapted $w(c, p, e, G)$ as follows: Let $\hat{w}(c, p, e, G)$ be the largest integer $n$, if it exists, such that there are $X \in C$ and $x_1, \ldots, x_n \in X$ such that $U(x_i) \in c$ and $U_p(x_i) \in e$ for all $i = 1, \ldots, n$. If no such $n$ exists, put $\hat{w}(c, p, e, G) = \omega$. The next result, which will be needed, shows that this ordinal is independent of the choice of partial decomposition basis. First we need a lemma.

**Lemma 4.1 (Jacoby \cite{J2}).** Let $M$ be a module over a principal ideal domain $R$ which has partial decomposition bases $C$ and $D$. Let $X \in C$ and $Y \in D$. Then there are decomposition sets $X'$ and $Y'$ such that $X \subseteq X', Y \subseteq Y'$, $X'$ and $Y'$ are unions of ascending chains of elements of $C$ and $D$ respectively, and $\langle X' \rangle^0 = \langle Y' \rangle^0$.

**Proof.** We will define, by induction on $i$, sets $X_i \in C$, $Y_i \in D$. Let $X_0 = X$ and $Y_0 = Y$. Suppose $X_i$ and $Y_i$ have been chosen. Choose $X_{i+1} \in C$ such that $X_i \subseteq X_{i+1}$ and $Y_i \subseteq \langle X_{i+1} \rangle^0$, by a finite number of applications of condition (3) of the definition. Then choose similarly $Y_{i+1} \in D$ such that $Y_i \subseteq Y_{i+1}$ and $X_{i+1} \subseteq \langle Y_{i+1} \rangle^0$.

Let $X' = \bigcup_{i \in \omega} X_i$ and $Y' = \bigcup_{i \in \omega} Y_i$. We claim that $\langle X' \rangle^0 \subseteq \langle Y' \rangle^0$. Let $z \in \langle X' \rangle^0$. Then for some $n \in \mathbb{Z}$, $a \in R$ and $x_1, \ldots, x_n \in X'$, $az \in \langle x_1, \ldots, x_n \rangle$. Choose $X_i \ni \{x_1, \ldots, x_n\}$. Then $\{x_1, \ldots, x_n\} \subseteq \langle Y_i \rangle^0$, so $\{bx_1, \ldots, bx_n\} \subseteq \langle Y_i \rangle$ for some $b \in R$. But then $bxz \in \langle Y_i \rangle \subseteq \langle Y' \rangle$, so $z \in \langle Y' \rangle^0$. Similarly, $\langle Y' \rangle^0 \subseteq \langle X' \rangle^0$. \hfill $\square$

**Theorem 4.2 (Jacoby \cite{J2}).** Suppose $G$ is a group with partial decomposition basis $C$ and assume $c$ is a compatibility class of Ulm matrices, $p$ is a prime and $e$ is an equivalence class of Ulm sequences such that $\hat{w}(c, p, e, G) \geq n$. If $D$ is any partial decomposition basis for $G$ and $Y \in D$, then there exists $\tilde{Y} \in D$ such that $Y \subseteq \tilde{Y}$ and $\tilde{Y}$ contains elements $y_1, \ldots, y_n$ such that $U(y_i) \in c$ and $U_p(y_i) \in e$ for all $i = 1, \ldots, n$.

**Proof.** Let $c, p$ and $e$ be given and suppose $\hat{w}(c, p, e, G) \geq n$. Then by definition there is a $X \in C$ containing elements $x_1, \ldots, x_n$ such that $U(x_i) \in c$ and $U_p(x_i) \in e$ for $1 \leq i \leq n$. Let $Y$ be as given and choose $X'$ and $Y'$ as in Lemma 4.1. Then $X'$ and $Y'$ are both decomposition bases for $\langle X' \rangle^0 = \langle Y' \rangle^0$. Stanton \cite{St} proved that $w(c, p, e, G)$ is independent of the choice of decomposition basis, so $w(c, p, e, \langle Y' \rangle^0) \geq n$. Thus $Y'$ contains elements $y_1, \ldots, y_n$ such that $U(y_i) \in c$ and $U_p(y_i) \in e$ for $1 \leq i \leq n$. Choose $\tilde{Y} \in D$ containing $Y$ and $y_1, \ldots, y_n$. \hfill $\square$

Since the natural map $G \to G_p$ preserves $p$-heights, repeated application of this theorem yields

**Corollary 4.3.** Suppose $G$ is a group with partial decomposition basis, $p$ is a prime and $e$ is an equivalence class of Ulm sequences. Then $\hat{w}(e, G_p) = \min\{\sum c \hat{w}(c, p, e, G), \omega\}$.

5. Equivalence in $L^\delta_{\infty\omega}$: Local classification

In \cite{BE}, Barwise and Eklof classified $p$-groups up to $L^\delta_{\infty\omega}$-equivalence:
THEOREM 5.1 (Barwise-Eklof [BE]). Let $G$ and $H$ be $p$-groups and let $\delta$ be an ordinal. Suppose

1. $\hat{u}(\alpha, G) = \hat{u}(\alpha, H)$ for all ordinals $\alpha < \omega \delta$;
2. if $\text{length}(G) < \omega \delta$, then $\hat{u}(\infty, G) = \hat{u}(\infty, H)$.

Then $G \equiv_\delta H$. If $\delta$ is a limit ordinal, the converse also holds.

Let $\alpha$ be an ordinal. Two Ulm sequences $(\beta_i)$ and $(\gamma_i)$ are said to be equal up to $\alpha$, and we write $(\beta_i) =_{\alpha} (\gamma_i)$, if

$$\min\{\beta_i, \alpha\} = \min\{\gamma_i, \alpha\}$$

for all $i < \omega$. Two equivalence classes $e$ and $e'$ of Ulm sequences are called $\alpha$-equivalent, and we write $e \sim_{\alpha} e'$, if there are Ulm sequences $(\beta_i) \in e$ and $(\gamma_i) \in e'$ which are equal up to $\alpha$. In this case, we will also call any two Ulm sequences $u \in e$ and $u' \in e'$ $\alpha$-equivalent and write $u \sim_{\alpha} u'$. It is clear that $u \sim_{\alpha} u'$ if and only if $[u] \sim_{\omega} [u']$. If $R$ is a discrete valuation ring, define

$$\hat{w}_\alpha(e, M) = \min\{\sum_{e' \sim_{\alpha} e} \hat{w}(e', M), \omega\}.$$

The next lemma will be useful and can be easily verified.

LEMMA 5.2. Let $M$ be a $\mathbb{Z}_p$-module with partial decomposition basis. Then $M$ has a partial decomposition basis $C$ such that

1. $X \in C, X' \subseteq X \Rightarrow X' \in C$;
2. $\{x_1, \ldots, x_n\} \in C, a_1, \ldots, a_n \in \mathbb{Z}_p \setminus \{0\} \Rightarrow \{a_1 x_1, \ldots, a_n x_n\} \in C$.

The following classification of $\mathbb{Z}_p$-modules with partial decomposition bases in $L^\delta_{\infty \omega}$ is the main result of [JL] and will be generalized in Theorem 6.10:

THEOREM 5.3 (Jacoby-Loth [JL]). Let $M$ and $N$ be $\mathbb{Z}_p$-modules with partial decomposition bases and let $\delta$ be an ordinal. Suppose

1. $\hat{u}(\alpha, M) = \hat{u}(\alpha, N)$ for all $\alpha < \omega \delta$;
2. $\hat{w}_{\nu+1}(e, M) = \hat{w}_{\nu+1}(e, N)$ for all equivalence classes $e$ of Ulm sequences and ordinals $\nu < \delta$;
3. if $\text{length}(t M) < \omega \delta$, then $\hat{u}(\infty, M) = \hat{u}(\infty, N)$.

Then $M \equiv_\delta N$.

PROOF. A detailed proof can be found in [JL]. We would like to give the basic idea of this proof as it uses a construction which is needed for our proof of Theorem 6.10. Suppose $M$ and $N$ are $\mathbb{Z}_p$-modules satisfying conditions (1)-(3) of Theorem 5.3 and let $C_M$ and $C_N$ be partial decomposition bases for $M$ and $N$, respectively, as in Lemma 5.2. Consider the system $\{I_\nu : \nu \leq \delta\}$ where each $I_\nu$ is the set of all maps $f : S \rightarrow T$ such that there are decomposition sets $X \in C_M$ and $Y \in C_N$ with $f(X) = Y$ satisfying the following:

1. $S$ and $T$ are finitely generated submodules of $M$ and $N$, respectively;
2. $f$ is an $\omega \nu$-height-preserving isomorphism;
3. $X \subseteq S \subseteq \langle X \rangle^0$ and $Y \subseteq T \subseteq \langle Y \rangle^0$.

It suffices to show that the system $\{I_\nu : \nu \leq \delta\}$ satisfies condition (2) of Karp’s Theorem 3.1. Clearly, each set $I_\nu$ is non-empty as it contains the zero function. Let $f : S \rightarrow T$ be a map in $I_{\nu+1}$ ($\nu < \delta$) with associated decomposition sets $X \in C_M$ and $Y \in C_N$, and let $a \in M$. Then there is $X' = X \cup \{x_1, \ldots, x_m\} \in C_M$ such that
$a \in \langle X \rangle^0$. Since $M$ and $N$ have identical modified Warfield invariants (condition (2) of Theorem 5.3), a set $Y' = Y \cup \{y_1, \ldots, y_m\} \in \mathcal{C}_N$ can be constructed such that $f$ extends to a map

$$f' : \langle S, x'_1, \ldots, x'_m \rangle \to \langle T, y'_1, \ldots, y'_m \rangle$$

in $I_{\nu+1}$ for some nonzero multiples $x'_i$ of $x_i$ and $y'_i$ of $y_i$, where $x'_i$ is mapped onto $y'_i$ ($i = 1, \ldots, m$). Finally, $f'$ extends to a map $g \in I_{\nu}$ such that $a \in \text{domain}(g)$ due to the imposed conditions on the modified Ulm-Kaplansky invariants (conditions (1) and (3) of Theorem 5.3). By symmetry, condition (2) of Theorem 3.1 is satisfied and $M \equiv_\delta N$ follows.

\[\square\]

**Remark 5.4.** It is easy to see that condition (2) in Theorem 5.3 follows from (2') $\bar{w}_{\omega_\delta}(e, M) = \bar{w}_{\omega_\delta}(e, N)$ for all equivalence classes $e$ of Ulm sequences.

### 6. Equivalence in $L^5_{\omega_\omega}$: Global classification

Let $A = [a_{p,i}]$ and $B = [b_{p,i}]$ be Ulm matrices, and let $\alpha$ be an ordinal. We say that $A$ and $B$ are equal up to $\alpha$ and write $A =_\alpha B$ if

$$\text{min}\{a_{p,i}, \alpha\} = \text{min}\{b_{p,i}, \alpha\}$$

for all primes $p$ and $i < \omega$. We then define a relation on compatibility classes of Ulm matrices as follows: $c \sim_\alpha c'$ if and only if there are $A \in c$ and $B \in c'$ such that $A =_\alpha B$. This can be easily verified to be an equivalence relation. If $c \sim_\alpha c'$, then we call any Ulm matrices $C \in c$ and $C' \in c'$ $\alpha$-compatible and write $C \sim_\alpha C'$. Notice that if any two Ulm matrices are $\alpha$-compatible, their respective $p$-rows are equal up to $\alpha$ for almost all primes $p$. Suppose $G$ and $H$ are groups with elements $x \in G$ and $y \in H$ having $\alpha$-compatible Ulm matrices such that $U_p(x) \sim_\alpha U_p(y)$ for all primes $p$. Clearly, then there are positive integers $k$ and $l$ such that $U_p(kx) =_\alpha U_p(ly)$ for all primes $p$.

For any group $G$ with partial decomposition basis, ordinal $\alpha$, compatibility class $c$ of Ulm matrices, prime $p$ and equivalence class $e$ of Ulm sequences we define

$$\bar{w}_\alpha(c, p, e, G) = \text{min}\{\sum_{c' \sim_\alpha c, e' \sim_\alpha e} \bar{w}(c', p, e', G), \omega\}.$$ 

Notice that for a finite decomposition set $X$ we have

$$\bar{w}_\alpha(c, p, e, \langle X \rangle^0) = \sum_{c' \sim_\alpha c, e' \sim_\alpha e} |\{x \in X : U(x) \in c' \text{ and } U_p(x) \in e'\}| = |\{x \in X : [U(x)] \sim_\alpha c \text{ and } [U_p(x)] \sim_\alpha e\}|.$$

The following fact will be needed and is easily verified:

**Lemma 6.1.** Suppose $G$ is a group with partial decomposition basis $\mathcal{C}$. If $X \in \mathcal{C}$, then $\bar{w}_\alpha(c, p, e, G) \geq \bar{w}_\alpha(c, p, e, \langle X \rangle^0)$ for any ordinal $\alpha$, compatibility class $c$ of Ulm matrices, prime $p$ and equivalence class $e$ of Ulm sequences.

The next result is the analog to Theorem 4.2 and shows that the cardinals $\bar{w}_\alpha(c, p, e, G)$ are independent of the choice of partial decomposition basis:

**Theorem 6.2.** Let $G$ be a group with partial decomposition basis $\mathcal{C}$, $\alpha$ an ordinal and $n$ a positive integer. If $\bar{w}_\alpha(c, p, e, G) \geq n$ and $Y \in \mathcal{C}$, then there exists $Y' \in \mathcal{C}$ such that $Y \subseteq Y'$ and $Y'$ contains elements $y_1, \ldots, y_n$ such that $[U(y_i)] \sim_\alpha c$ and $[U_p(y_i)] \sim_\alpha e$ for all $i = 1, \ldots, n$. 
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PROOF. Letting $E = \{(c', e') : \hat{w}(c', p, e', G) \neq 0\}$, we have
\[
\hat{w}_\alpha(c, p, e, G) = \min\{ \sum_{c' \sim \alpha, c' \sim \alpha, (c', e') \in E} \hat{w}(c', p, e', G), \omega \}.
\]
Let $(c', e') \in E$ and suppose $\hat{w}(c', p, e', G) \geq k$. By Theorem 4.2 there is $Y' \in C$ such that $Y \subseteq Y'$ and $Y'$ has $k$ elements $x$ with $U(x) \in c' \sim \alpha$ and $U_p(x) \in e' \sim \alpha$. Repeat this for all elements in $E$ until at least $n$ such elements have been adjoined. \hfill \square

COROLLARY 6.3. Let $G$ be a group with partial decomposition basis $C$, $\alpha$ an ordinal, $c$ a compatibility class of Ulm matrices, $p$ a prime and $e$ an equivalence class of Ulm sequences. Then $\hat{w}_\alpha(c, p, e, G)$ is the largest integer $n$, if it exists, such that there are $X \in C$ and $x_1, \ldots, x_n \in X$ such that $[U(x_i)] \sim \alpha c$ and $[U_p(x_i)] \sim \alpha e$ for all $i = 1, \ldots, n$. If no such $n$ exists, $\hat{w}_\alpha(c, p, e, G) = \omega$.

PROOF. Suppose there is a largest integer $n$ such that there is $X \in C$ containing $n$ elements $x$ satisfying $[U(x)] \sim \alpha c$ and $[U_p(x)] \sim \alpha e$. Then by Theorem 6.2, $\hat{w}_\alpha(c, p, e, G) \leq n$. On the other hand, $\hat{w}_\alpha(c, p, e, G) \geq \hat{w}_\alpha(c, p, e, (X)^0) = n$ by Lemma 6.1. If no such $n$ exists, $\hat{w}_\alpha(c, p, e, G) = \omega$ by Lemma 6.1. \hfill \square

COROLLARY 6.4. Let $G$ and $H$ be groups with partial decomposition bases $C$ and $D$, respectively, $\alpha$ an ordinal, $c$ a compatibility class of Ulm matrices, $p$ a prime and $e$ an equivalence class of Ulm sequences. Suppose $\hat{w}_\alpha(c, p, e, G) = \hat{w}_\alpha(c, p, e, H)$, $X \in C$, $Y \in D$ and
\[
\hat{w}_\alpha(c, p, e, (X)^0) > \hat{w}_\alpha(c, p, e, (Y)^0).
\]
Then there exists $Y' \in D$ such that $Y \subseteq Y'$ and there is $y \in Y' \setminus Y$ such that $[U(y)] \sim \alpha c$ and $[U_p(y)] \sim \alpha e$.

PROOF. Let $n = \hat{w}_\alpha(c, p, e, (Y)^0)$. Then
\[
\hat{w}_\alpha(c, p, e, H) = \hat{w}_\alpha(c, p, e, G) \geq \hat{w}_\alpha(c, p, e, (X)^0) > \hat{w}_\alpha(c, p, e, (Y)^0) = n.
\]
By Theorem 6.2, there is $Y' \in D$ such that $Y \subseteq Y'$ and $Y'$ contains $n + 1$ elements $y$ such that $[U(y)] \sim \alpha c$ and $[U_p(y)] \sim \alpha e$. Since $Y$ contains only $n$ such elements, one of them is in $Y' \setminus Y$. \hfill \square

The following lemma will be useful:

LEMMA 6.5 (Stanton [ST]). Let $G$ be a group with decomposition basis $X$, $p$ a prime and $x_1, x_2 \in X$ with $\alpha$-compatible Ulm matrices. Then there are elements $y_1, y_2 \in \langle X \rangle$ such that $U_p(y_1) = \alpha U_p(x_2), U_p(y_2) = \alpha U_p(x_1)$ and $U_q(y_1) = \alpha U_q(x_1), U_q(y_2) = \alpha U_q(x_2)$ for all primes $q \neq p$. The set $Y = (X \setminus \{x_1, x_2\}) \cup \{y_1, y_2\}$ is a decomposition basis for $G$ and $\langle X \rangle = \langle Y \rangle$.

Stanton proved this without the “up to $\alpha$” conditions. The proof applies just as well in this case. Notice that in the lemma above, the elements $x_1$ and $y_1$ have $\alpha$-compatible Ulm matrices.

LEMMA 6.6 (Jacoby [J2]). Suppose $G$ is a group with partial decomposition basis. Then $G$ has a partial decomposition basis $C$ for $G$ such that

1. $X \in C, X' \subseteq X \Rightarrow X' \in C$;
2. $X \in C, \langle X \rangle = \langle Y \rangle, Y$ finite decomposition set $\Rightarrow Y \in C$;
3. $\{x_1, \ldots, x_n\} \in C, a_1, \ldots, a_n \in \mathbb{Z} \setminus \{0\} \Rightarrow \{a_1 x_1, \ldots, a_n x_n\} \in C.$
PROOF. The lemma can be easily verified by taking the union of a chain of partial decomposition bases for \( G \) that alternately satisfy conditions (1) and (3) and condition (2).

**Lemma 6.7.** Let \( G \) and \( H \) be groups with partial decomposition bases \( C \) and \( D \) satisfying conditions (1) and (2) of Lemma 6.6. Suppose \( \alpha \) is an ordinal such that \( \hat{\omega}_\alpha(c, p, e, G) = \hat{\omega}_\alpha(c, p, e, H) \) for every compatibility class \( c \) of Ulm matrices, prime \( p \) and equivalence class \( e \) of Ulm sequences. Assume \( X \cup \{ x \} \in C \) and \( Y \in D \) such that

\[
\hat{\omega}_\alpha(c, p, e, \langle X \rangle^0) = \hat{\omega}_\alpha(c, p, e, \langle Y \rangle^0)
\]

for all \( c, p \) and \( e \). Then there exists an element \( y \in H \) such that \( Y \cup \{ y \} \in D \) and

\[
\hat{\omega}_\alpha(c, p, e, \langle X \cup \{ x \} \rangle^0) = \hat{\omega}_\alpha(c, p, e, \langle Y \cup \{ y \} \rangle^0)
\]

for all \( c, p \) and \( e \). In fact, \( U(x) \sim_\alpha U(y) \) and \( U_p(x) \sim_\alpha U_p(y) \) for all primes \( p \).

**Proof.** Suppose \( x \in G \setminus X \) and let \( c_0 \) be the compatibility class containing \( U(x) \), \( p_0 \) a prime and \( e_0 \) the equivalence class of Ulm sequences containing \( U_{p_0}(x) \).

Then

\[
\hat{\omega}_\alpha(c_0, p_0, e_0, \langle X \cup \{ x \} \rangle^0) = \hat{\omega}_\alpha(c_0, p_0, e_0, \langle X \rangle^0) + 1 > \hat{\omega}_\alpha(c_0, p_0, e_0, \langle Y \rangle^0).
\]

By Corollary 6.4 and condition (1) of Lemma 6.6 there is an element \( z \in H \setminus Y \) satisfying

\[
(*) \quad Y \cup \{ z \} \in D, \ U(z) \sim_\alpha c_0 \text{ and } [U_{p_0}(z)] \sim_\alpha e_0.
\]

Then \( U(x) \) and \( U(z) \) are \( \alpha \)-compatible and \( U_p(x) \) and \( U_p(z) \) are \( \alpha \)-equivalent for all but finitely many primes \( p \), say, \( p_1, \ldots, p_n \). We will show by induction on \( n \) that \( z \) can be replaced by an element \( y \in H \) satisfying \( (*) \) such that \( U_p(x) \) and \( U_p(y) \) are \( \alpha \)-equivalent for all primes \( p \). For \( n = 0 \) there is nothing to show, so assume the assertion is true for \( n - 1 \) and let \( e_n = [U_{p_n}(x)] \). By our assumption, \( [U_{p_n}(z)] \not\sim e_n \) and therefore

\[
\hat{\omega}_\alpha(c_0, p_n, e_n, \langle Y \cup \{ z \} \rangle^0) = \hat{\omega}_\alpha(c_0, p_n, e_n, \langle Y \rangle^0) < \hat{\omega}_\alpha(c_0, p_n, e_n, \langle X \cup \{ x \} \rangle^0).
\]

By Corollary 6.4, there is \( z' \in H \) such that \( Y \cup \{ z, z' \} \in D \), \( [U(z')] \sim_\alpha c_0 \) and \( [U_{p_n}(z')] \sim_\alpha e_n \). Now we apply Lemma 6.5 to the group \( M = \langle Y \cup \{ z, z' \} \rangle^0 \) with decomposition basis \( Y \cup \{ z, z' \} \), elements \( z, z' \) and prime \( p_n \). Then there are elements \( y, y' \in \langle Y \cup \{ z, z' \} \rangle \) such that \( Y \cup \{ y, y' \} \) is a decomposition basis for \( M \), \( \langle Y, y, y' \rangle = \langle Y, z, z' \rangle \) and \( U_{p_n}(y) =_\alpha U_{p_n}(z)', U_{p_n}(y') =_\alpha U_{p_n}(z) \) and \( U_q(y) =_\alpha U_q(z) \), \( U_q(y') =_\alpha U_q(z') \) whenever \( q \neq p_n \). Notice that condition \( (*) \) holds for \( y \) as \( Y \cup \{ y \} \in D \) by conditions (1) and (2) of Lemma 6.6, \( y \) and \( z \) have \( \alpha \)-compatible Ulm matrices and \( U_{p_n}(y) = U_{p_n}(z) \) up to \( \alpha \). To complete the induction, we need to verify that \( U_p(x) \) and \( U_p(y) \) are \( \alpha \)-equivalent for all but \( n - 1 \) primes \( p \). Indeed, \( U_q(y) =_\alpha U_q(z) \sim_\alpha U_q(x) \) whenever \( q \notin \{ p_1, \ldots, p_n \} \), and \( U_p(y) =_\alpha U_{p_n}(z') \sim_\alpha U_{p_n}(x) \). This completes the proof.

**Lemma 6.8 (Jacob [J2]).** Let \( G \) be a group with decomposition basis \( X \) and \( S \) a finitely generated subgroup of \( G \) such that \( S \cap \langle X \rangle = \langle S \cap X \rangle \). If \( y \in X \ (y \notin S) \), then there is a positive integer \( n \) satisfying \( |mny + s|_p = \min\{|mny|_p, |s|_p\} \) for all \( m \in \mathbb{Z}, s \in S \) and primes \( p \).
Proof. Since $S$ is finitely generated, there is a positive integer $k$ such that $ks \in \langle X \rangle$ for all $s \in S$. Let $p$ be a prime dividing $k$. Since the natural map $G \to G_p$ sending every $g \in G$ to $g_p = g \otimes 1$ preserves $p$-heights, the set $X_p = \{x_p : x \in X\}$ is a decomposition basis for $G_p$, and we have $S_p \cap \langle X_p \rangle = \langle S_p \cap X_p \rangle$. Assuming $y_p \in S_p$, there is a positive integer $m$ such that $my \in S$. But then $my \in S \cap X = (S \cap X)$ and therefore $y \in S \cap X$, contradicting $y \notin S$. Thus $y_p \notin S_p$. By the local version of Lemma 6.8 for $\mathbb{Z}_p$-modules (see [JL Lemma 4.4]) there is an $n_p \in \omega$ such that

$$|rp^n y_p + s_p|_p = \min\{|rn_p y_p|_p, |s_p|_p\}$$

for all $r \in \mathbb{Z}_p$ and $s \in S$. Now put $n = \prod_{p|k} p^n r$ and let $s \in S$. It is clear that $|mny + s|_p = \min\{|mny|_p, |s|_p\}$ for all integers $m$ whenever $p$ divides $k$. Suppose $p$ does not divide $k$. Then $ks \in S \cap \langle X \rangle = \langle S \cap X \rangle$ yields elements $x_1, \ldots, x_n \in S \cap X$ and $a_1, \ldots, a_n \in \mathbb{Z}$ such that $ks = a_1 x_1 + \ldots + a_n x_n$ and hence $s_p = \frac{a_1}{k}(x_1 \otimes 1) + \ldots + \frac{a_n}{k}(x_n \otimes 1)$. Since $\{x_1 \otimes 1, \ldots, x_n \otimes 1, y_p\}$ is a decomposition set, we obtain

$$|mny + s|_p = \min\{|mny|_p, |s|_p\} = \min\{|mny|_p, |s|_p\} \otimes 1$$

as required. \qed

Warfield’s local-global lemma will be needed.

Lemma 6.9 (Warfield [War]). Let $A$ and $B$ be abelian groups, $S$ and $T$ subgroups such that $A/S$ and $B/T$ are torsion, and $f : S \to T$ a homomorphism. Suppose for every prime $p$, the induced map $f_p : S_p \to T_p$ extends to a homomorphism $g(p) : A_p \to B_p$. Then $f$ extends to a homomorphism $g : A \to B$ such that $g_p = g(p)$ for all primes $p$. If each map $g(p)$ is injective [bijective], then $g$ is injective [bijective].

We are now ready to prove the main result of this paper:

Theorem 6.10. Let $G$ and $H$ be groups with partial decomposition bases and let $\delta$ be an ordinal. Suppose

1. $\hat{u}_p(\alpha, G) = \hat{u}_p(\alpha, H)$ for all primes $p$ and $\alpha < \omega \delta$;
2. $w_{\omega(\nu+1)}(c, p, e, G) = w_{\omega(\nu+1)}(c, p, e, H)$ for every compatibility class $c$ of Ulm matrices, prime $p$, equivalence class $e$ of Ulm sequences and $\nu < \delta$;
3. if $\text{length}(t(G_p)) < \omega \delta$, then $\hat{u}_p(\infty, G) = \hat{u}_p(\infty, H)$.

Then $G \equiv_\delta H$.

Proof. Let $C$ and $D$ be partial decomposition bases for $G$ and $H$ as in Lemma 6.6. For $\nu \leq \delta$ let $I_{\nu}$ be the set of all maps $f : S \to T$ such that there are sets $X \subseteq C$ and $Y \subseteq D$ with $f(X) = Y$ satisfying:

(i) $S$ and $T$ are finitely generated subgroups of $G$ and $H$, respectively;
(ii) $f$ is an $\omega \nu$-height-preserving isomorphism;
(iii) $X \subseteq S \subseteq \langle X \rangle^0$ and $Y \subseteq T \subseteq \langle Y \rangle^0$;
(iv) $U(x)$ and $U(f(x))$ are $\omega \nu$-compatible for every $x \in X$.

To prove that $G \equiv_\delta H$, we will show that the system $\{I_{\nu} : \nu \leq \delta\}$ satisfies condition (2) of Karp’s Theorem 3.1. Suppose $f \in I_{\nu+1}$ where $\nu < \delta$, say $f : S \to T$ with associated $X \subseteq C$ and $Y \subseteq D$, and let $x \in G \setminus S$. To find an extension $g \in I_{\nu}$ of $f$ with $x \in \text{domain}(g)$, we will show

(A) If $x$ has a multiple in $S$, then there is such a map $g \in I_{\nu}$ and
(B) If \( X \cup \{x\} \in \mathcal{C} \), then there is a map \( g' \in I_{\nu+1} \) extending \( f \) such that \( rx \in \text{domain}(g') \) for some positive integer \( r \).

Then repeated application of (B) followed by an application of (A) yields an extension \( g \in I_\nu \) of \( f \) with \( x \in \text{domain}(g) \). To prove (A), suppose \( rx \in S \) for some positive integer \( r \). In order to construct the map \( g \), we will apply Warfield’s Lemma 6.9 to the groups \( A = \langle S, x \rangle \) and \( B = T^0 \), so let \( p \) be a prime and consider the induced map \( f_p : S_p \to T_p \). Since the natural map \( G \to G_p \) preserves \( p \)-heights, the modules \( G_p \) and \( H_p \) have induced partial decomposition bases. Let \( \alpha < \omega\delta \), \( \nu < \delta \) and \( e \) an equivalence class of Ulm sequences. Then \( \hat{u}(\alpha, G_p) = \hat{u}(\alpha, H_p) \) by [F2] Part 2, Lemma 16.

Let \( C \) be a set of representatives of the \( \omega(\nu+1) \)-compatibility classes, one for each class. By Corollary 4.3, \( \hat{w}(e, G_p) = \min\{ \hat{w}(c, p, e, G), \omega \} \). So

\[
\hat{w}_{\omega(\nu+1)}(e, G_p) = \min\{ \sum_{e' \sim \omega(\nu+1)} \hat{w}(e', G_p), \omega \} = \min\{ \sum_{e' \sim \omega(\nu+1)} \min\{ \sum_{c'} \hat{w}(c, p, e', G), \omega \} , \omega \} = \min\{ \sum_{c' \sim \omega(\nu+1)} \sum_{e' \sim \omega(\nu+1)} \hat{w}(c', p, e', G) , \omega \} = \min\{ \sum_{c' \sim \omega(\nu+1)} \hat{w}_{\omega(\nu+1)}(c, p, e, G), \omega \} = \min\{ \sum_{c' \sim \omega(\nu+1)} \hat{w}_{\omega(\nu+1)}(c, p, e, H), \omega \} = \hat{w}_{\omega(\nu+1)}(e, H_p) .
\]

Now let \( C_{G_p} \) and \( C_{H_p} \) be the induced partial decomposition bases of \( G_p \) and \( H_p \) as in Lemma 5.2 and notice that the map \( f_p \) with associated sets \( \{ x \otimes 1 : x \in X \} \in C_{G_p} \) and \( \{ y \otimes 1 : y \in Y \} \in C_{H_p} \) satisfies the conditions (i)-(iii) as stated in the outlined proof of Theorem 5.3. Then by Theorem 5.3, \( f_p \) satisfies condition (2)(b) of Karp’s Theorem 3.1, hence it can be extended to an \( \omega\nu \)-height-preserving isomorphism \( g(p) \) with \( x_p \in \text{domain}(g(p)) \). By Lemma 6.9 we have a homomorphism \( g : A \to B \) where \( g(x) = y \) for some \( y \in B \) and \( g_p = g(p) \) for all \( p \). Each map \( g(p) : A_p \to B_p \) is injective and \( \omega\nu \)-height-preserving, therefore \( g : \langle S, x \rangle \to \langle T, y \rangle \) is an \( \omega\nu \)-height-preserving isomorphism. Then \( g \) with associated sets \( X \) and \( Y \) satisfies conditions (i)-(iv), hence \( g \in I_\nu \).

To verify (B), assume that \( X \cup \{x\} \in \mathcal{C} \). By condition (iv) we have

\[
\hat{w}_{\omega(\nu+1)}(c, p, e, \langle X \rangle^0) = \hat{w}_{\omega(\nu+1)}(c, p, e, \langle Y \rangle^0)
\]

for all compatibility classes \( c \) of Ulm matrices, primes \( p \) and equivalence classes \( e \) of Ulm matrices. By Lemma 6.7, there is an element \( y \in H \) such that \( Y \cup \{y\} \in D \) and

\[
\hat{w}_{\omega(\nu+1)}(c, p, e, \langle X \cup \{x\} \rangle^0) = \hat{w}_{\omega(\nu+1)}(c, p, e, \langle Y \cup \{y\} \rangle^0)
\]

for all \( c, p \) and \( e \) where \( U(x) \sim_{\omega(\nu+1)} U(y) \) and \( U_p(x) \sim_{\omega(\nu+1)} U_p(y) \) for all primes \( p \). Then there are positive integers \( k \) and \( l \) such that \( U_p(kx) =_{\omega(\nu+1)} U_p(ky) \) for all primes \( p \). Let \( x' = kx \) and \( y' = ky \). Now proceed as in the proof of the classification in \( L_{\infty \omega} \) (see [J2] Theorem 14): Letting \( \bar{X} = X \cup \{x'\} \), we have \( S \cap \bar{X} = \langle S \cap \bar{X} \rangle \),
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so we can apply Lemma 6.8 to the group \( \langle S, x' \rangle^0 \) with decomposition basis \( \tilde{X} \) and the subgroup \( S \), and similarly to \( \langle T, y' \rangle^0 \), \( Y \cup \{y'\} \) and \( T \). Then there is a positive integer \( n \) such that

\[
|mnx'| + s|_p = \min\{|mnx'|_p, |s|_p\} \quad \text{and} \quad |mny'| + t|_p = \min\{|mny'|_p, |t|_p\}
\]

for all \( m \in \mathbb{Z} \), \( s \in S \), \( t \in T \) and primes \( p \). Finally, let \( S' = \langle S, nx' \rangle \) and \( T' = \langle T, ny' \rangle \). Then \( f \) extends to the map

\[
g' : S' \to T'
\]

by sending \( nx' \) onto \( ny' \). It is clear that \( g' \) is \( \omega(\nu + 1) \)-height-preserving. Let \( X' = X \cup \{nx'\} \) and \( Y' = Y \cup \{ny'\} \). Then \( X' \subseteq S' \subseteq \langle X \rangle^0 \) and \( Y' \subseteq T' \subseteq \langle Y \rangle^0 \), therefore \( g' \) is a map in \( I_{\nu+1} \) with associated sets \( X' \in \mathcal{C} \) and \( Y' \in \mathcal{D} \) such that \( nx' \in \text{domain}(g') \).

Consequently, \( f \) extends to a map \( g \in I_{\nu} \) with \( x \in \text{domain}(g) \), as desired. By symmetry, the conditions of Theorem 3.1(2) are satisfied and it follows that \( G \equiv \delta H \).
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