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Abstract 
The present essay is organized into five main sections. We begin with a few preliminary 
remarks about “cloud computing,” which are developed more fully in a later section. This 
is followed by a brief overview of the evolution of Helen Nissenbaum’s framework of 
“privacy as contextual integrity.” In particular, we examine Nissenbaum’s “Decision 
Heuristic” model, described in her most recent work on privacy (Nissenabum 2010), to 
see how it enables the contextual-integrity framework to respond to privacy challenges 
posed by new and emerging technologies. We then apply that heuristic device to 
questions surrounding one aspect of cloud computing – viz., “cloud storage” technology. 
In particular, we focus on current practices affecting Google Docs as an instance of a 
cloud-storage system. 
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Cloud computing, Google Docs, Privacy as Contextual Integrity, Cloud storage 

 
Introduction 
The brave new world of Cloud Computing offers many new benefits provided that the 
privacy and security risks are recognized and effectively minimized. (Ann Cavoukian, 
2008: 26). 

 
A right to privacy is neither a right to secrecy nor a right to control but a right to 
appropriate flow of information…but what this amounts to is a right to contextual 
integrity and what this amounts to varies from context to context. (Helen Nissenbaum, 
2010: 127) 
 
In this essay, we apply Helen Nissenbaum’s theory of privacy as contextual integrity to 
“cloud computing.” In a previous work (Grodzinsky and Tavani, 2009), we examined 
some implications of that privacy framework for another relatively recent technology: 
blogging. However, in that essay, we worked mainly from the account of contextual 
integrity in three of Nissenbaum’s earlier works (1997, 1998, 2004). Here, we draw from 
a revised, expanded, and more robust account of the contextual-integrity framework 
included in Nissenbaum (2010). 

 
 
 
An earlier version of this paper was presented at the Ninth International Conference on Computer Ethics - 
Philosophical Enquiry (CEPE 2011), Milwaukee, WI, May 30-June 2, 2011 (and printed in the CEPE 2001 
Proceedings). 
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We begin with a brief analysis of what is meant by “the cloud” in the context of 
computing. Next, we examine Helen Nissenbaum’s framework of “privacy as contextual 
integrity” and describe some ways that it has evolved in her recent book (Nissenabum 
2010). In particular, we examine Nissenbaum’s “Decision Heuristic” model, which is 
designed to  respond to privacy challenges posed by new and emerging technologies, 
such as cloud computing. Before directly applying that model, however, we first 
differentiate among three distinct “delivery models” and three distinct “deployment 
models” of cloud computing; we then focus our attention on systems and practices 
surrounding cloud-storage technology in the context of a “software as a service (SaaS) 
Private Cloud.” In the final section, we apply Nissenbaum’s decision heuristic to some 
specific questions affecting Google Docs, as one example of a cloud-storage system. 

 
 

Computing and “the cloud”: some preliminary remarks 
What, exactly, is cloud computing? Although it is difficult to give a precise definition of 
cloud computing,11 some examples of this technology include: web-based email services 
such as Yahoo; photo storing services such as Google’s Picassa; online computer backup 
services such as Mozy; and file transfer services such as YouSendit (Privacy Rights 
Clearinghouse: 2008).  Major corporations that currently dominate the “cloud computing 
space” include IBM, Yahoo, Google, IBM, Amazon, Oracle, and Microsoft.  

Knorr and Gruman (2010) point out that “the cloud” has been used as a “metaphor for the 
Internet.” They also note that when applied to computing, the cloud can have two 
different meanings, one which is very narrow and one which is very broad. In its narrow 
sense, the cloud is often defined as an “updated version of utility computing,” which is 
roughly equivalent to the kinds of “virtual servers available over the Internet.” In the 
broader sense of cloud computing, the cloud refers to any computer resources that are 
used “outside the firewall,” which can include conventional outsourcing of information-
technology-related services. In both cases, users have very little “control over or direct 
knowledge about how their information is transmitted, processed, or stored” (Privacy 
Rights Clearinghouse (1). This, of course, raises concerns for personal privacy.  

According to the Privacy Rights Clearinghouse, a serious problem with cloud computing 
that needs to be answered from the perspective of personal privacy is: How does the host 
protect the user’s data? Other, related questions, which affect both the integrity of, and 
users’ access to, data in the cloud include: (i) Who owns the data? (ii) Can the host deny 
a user access to his/her own data? (iii) If the host company goes out of business, what 
happens to the users’ data? (Privacy Rights Clearing House) 

Although cloud computing clearly raises some serious concerns for users, we can also ask 
which kinds of advantages, if any, this technology may offer them.  According to 
Cavoukian (2008), the Cloud offers flexibility and security to users who no longer have 
to worry about how to protect their data.  It allows users to access their data via the 
                                                 
11 Zeng and Cavoukian (2010: 3) describe “the Cloud” as “a broad, loosely-defined construct,” which 
refers both to “services accessed via, and delivered through, the Internet and the hardware and system 
software in remote datacenters that provide those services.” Zeng and Cavoukian also believe that cloud 
computing “changes the way we think about computing by decoupling data processing, data retention, and 
data presentation – in effect, divorcing components from location.”   
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Internet and enables users to work on local, less expensive platforms.  While this is very 
appealing to business owners, who are relieved of the burden of securing data, it can only 
be effective if users trust their cloud service providers. But is their data secure in the 
cloud? Pieters and van Cleeff (2009) worry about the ability to secure data, including a 
user’s personal data, because of what they call  the “deperimeterization” of information 
security, which, they believe makes it difficult to measure risk for achieving adequate 
security. A similar concern is also raised by Zeng and Cavoukian (2010) who worry 
about the “blurred security perimeter.” And Cavoukian (2008) further argues that for 
cloud computing to be fully realized, users will have to have confidence that their 
personal information is protected and that their data in general is both secure and 
accessible.12  We believe that this is a key challenge for the efficacy of cloud computing 
in general and cloud storage in particular. 

 
The evolution of the contextual-integrity framework 
Nissenbaum’s privacy framework has evolved over the past fifteen or so years, as 
illustrated in a series of journal articles and other published works. In her essay “Privacy 
as Contextual Integrity,” Nissenbaum (2004) expands upon some core concerns affecting 
(what she calls) “the problem of privacy in public,” which she introduced in two earlier 
essays (Nissenbaum 1997, 1998). Her theory (as expressed in Nissenbaum 2004) is based 
on two principles: (i) the activities people engage in take place in a “plurality of realms” 
(i.e., spheres or contexts); and (ii) each realm has a distinct set of norms that govern its 
aspects. Nissenbaum argues that norms affecting these two principles both shape and 
limit our roles, behavior, and expectations by governing the flow of personal information 
in a given context.13 There are two types of informational norms in Nissenbaum’s privacy 
scheme: (a) norms of appropriateness, and (b) norms of distribution. Whereas the first of 
these determines whether a given type of personal information is either appropriate or 
inappropriate to divulge within a particular context, the second set of norms restricts the 
flow of information within and across contexts. When either of these norms is 
“breached,” a “violation of privacy occurs” (Nissenbaum, 2004: 125). 
 
We have argued elsewhere that one virtue of Nissenbaum’s theory is that it illustrates 
why we must always attend to the context in which personal information flows, not the 
nature of the information itself, in determining whether normative privacy protection is 
needed.14 Although we argued in a more recent work (Grodzinsky and Tavani 2009) that 
                                                 
12 Cavoukian (11) believes that the “full potential of the cloud” will be realized when users can “seamlessly 
tap into and combine a wide range of online services” beyond those limited to laptop and desktop 
computers. For example, they could access data from cell phones, personal digital assistants, smart cards, 
etc. 
 
13 The contextual-integrity model proceeds on the assumption that there are “no areas of life are not 
governed by norms of information flow” (Nissenbaum 2004: 137). 
14 See, for example, Grodzinsky and Tavani (2005, 2008), where we argued that rather than focusing on the 
nature of the information included in a “P2P situation” or context  – i.e., asking whether or not it should be 
viewed as private – we can ask whether P2P situations (or contexts in general) deserve protection as 
“normatively private situations.” We also showed that “situations” (Moor 1997) are analogous to 
“contexts” in Nissenabum’s scheme. Some similarities and differences between Nissenbaum’s and Moor’s 
context-based privacy theories are examined more fully in (Tavani, 2007, 2008a, b). 
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the contextual-integrity framework could also inform the privacy debate affecting a 
relatively recent technology, viz., blogs and the blogosphere, we also noted that critics 
might object that the contextual-integrity model is not easily adaptable to new 
technologies that emerge in which no clearly articulated practices, expectations, or norms 
govern the flow of personal information. Nissenbaum (2010) anticipates this kind of 
criticism affecting the application of her framework to new and emerging technologies by 
acknowledging a “blind spot” in her original privacy framework. In response to her 
potential critics, Nissenbaum puts forth a “Decision Heuristic” that addresses such attacks 
head-on. 

 
Nissenabum (2010: 148) notes that the contextual-integrity framework can “guide an 
assessment” of a “problematic new practice resulting from the development of a novel 
technical device or system” by asking the question: “Does the practice in question violate 
any context-relative informational norms.” She notes that these norms, in turn, are 
characterized by “four key parameters: contexts, actors, attributes, and transmission 
principles” (Nissenbaum: 140).  Whereas contexts are the “backdrop of informational 
norms,” actors can be understood in terms of three components: “senders of information, 
recipients of information, and information subjects” (141). “Attributes” can be 
understood as a “type or nature of information,” while transmission principles serve as a 
“constraint on the flow of information…from party to party in a context” (143-145, 
Italics Nissenbaum). 

 
Nissenbaum’s “decision heuristic” 
A key objective of  Nissenbaum’s  “decision heuristic” is to provide an approach that 
enables us both to: (a) understand the “source or sources of trouble in new and emerging 
technologies,”  and (b) evaluate the “system or practice in question”(Nissenbaum, 2010: 
181). Her decision heuristic includes a series of guidelines articulated in nine steps: 

 
1. Describe the new practice in terms of information flows. 
2. Identify the prevailing context… and identify potential impacts from contexts 

nested in it… 
3. Identify information subjects, senders, recipients. 
4. Identify transmission principles 
5. Locate applicable entrenched informational norms and identify significant points of 

departure. 
6. Prima facie assessment…A breach of information norms yields a prima facie 

judgment that contextual integrity has been violated because presumption favors the 
entrenched practice. 

7. Evaluation I: Consider moral and political factors affected by the practice in 
question… 

8. Evaluation II: Ask how the system or practices directly impinge on values, goals 
and ends of the context... 

9. On the basis of these findings, contextual integrity recommends in favor of or 
against systems or practices under study....  (Nissenbaum: 182) 
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We will see that the criteria included in Nissenbaum’s heuristic device are especially 
helpful in analyzing some privacy concerns that arise in the case of cloud computing. The 
first five steps or components in this model are “descriptive”; they help us to gain a clear 
understanding of the features in a new technology (such as cloud computing) that may 
have implications for privacy. Steps 6-9, on the contrary, are essentially normative in 
nature since they guide us in evaluating the features and practices associated with a new 
technology.15 

 
Applying nissenbaum’s “decision heuristic” to cloud computing  
As noted above, the concept of “cloud computing” is multi-faceted and thus complex. 
This can make it difficult to analyze the cloud in terms of a single context or even in 
terms of a simple model. Zeng and Cavoukian (2010: 3-4) differentiate three distinct 
delivery models for cloud computing: (1) Software as a Service (or SaaS), which 
“delivers applications to consumers (either individuals or enterprises) using a multitenant 
architecture”: (2) Platform as a Service (PaaS, which delivers “delivers development 
environments to consumers”; and (3) Infrastructure as a Service (IaaS), which delivers 
resources such as servers, connections, and related tools necessary to build an application 
from scratch.” The authors also distinguish three deployment models for the cloud: (a) the 
“Public Cloud,” which is “provided by an off-site third-party environment service 
provider who shares resources in a multitenant operating environment, and bills on a 
utility computing basis”; (b) the “Private Cloud,” which is “provided by an organization 
or its designated service provider and offers a single-tenant operating environment:; and 
(c) the “Hybrid Cloud,” which is “a composition of two or more Clouds (public or 
private) that remain unique entities but are bound together by standardized or proprietary 
technology that enables data and application portability” (Zeng and Cavoukian, 2010:4).   
Using this model, the contexts of the Cloud are shown in Table 1.  

 
SaaS—Public Cloud PaaS—Public Cloud IaaS—Public Cloud 
SaaS—Private Cloud PaaS—Private Cloud IaaS—Private Cloud 
SaaS—Hybrid Cloud PaaS – Hybrid Cloud PaaS—Hybrid Cloud 

 
Table 1 

 
We can now see why it is difficult to determine what, exactly, the “context” of the cloud 
would be.  It might be that it is made up of several contexts, depending on the type of 
delivery model identified in the table above. However, we focus our analysis on the 
concept of cloud storage, as the aspect of cloud computing that most significantly affects 
the privacy of personal information and accessibility of data. In this context, the “cloud” 
is a repository in which one’s data is stored – i.e., residing in a “space” or a “device” that 
is geographically remote from and independent of the hard drive or the storage device on 
(or connected to) one’s physical personal computer. We examine Google Docs as an 
instance of a cloud-storage system. Using the categories articulated in Table 1, we would 

                                                 
15 For some additional accounts of how normative features and values embedded in a particular technology 
can have privacy implications, see Brey (2000) and Friedman et al. (2008); Friedman et al. use cookies 
technology to illustrate this connection.  
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classify Google Docs as SaaS, because it: (a) provides tools to create applications, and (b) 
is a repository for the user’s data.  We further classify Google Docs as private – i.e., a 
private SaaS – because one is required to sign up for this service and consent to its 
policy; it is also password-protected and is under the rubric of Google, which is a 
corporation.  However, we should note that Google Docs is also a free service that 
anyone can use. 
 
The primary question associated with an evaluation of Google Docs vis-à-vis 
Nissenbaum’s framework is: Which kinds of “context-relative informational norms” 
apply?  Also, are there any clear bounds prescribing this context?  It is in the application 
of Nissenbaum’s heuristic to Google Docs that we can ultimately determine whether 
cloud-storage technology has changed our understanding of data storage from the 
perspective of personal privacy.  
 
Google docs and the contextual-integrity framework 
In addition to briefly examining Google Docs as one instance of a cloud- storage system, 
we also examine Google’s privacy policy and consider how the privacy parameters 
governing that storage context have evolved thus far.  We then ask: In which ways does 
storing one’s personal data in the Google Docs cloud threaten personal privacy? In 
particular, we ask whether this specific cloud-storage context can satisfy the privacy 
requirements specified in Nissenbaum’s contextual-integrity framework vis-à-vis her 
decision heuristic. 
 
Google Docs can be viewed as an example of a Web-based application that allows users 
to create and edit documents online. It is also a document-sharing service that allows 
users to collaborate with others in real-time activities that include word processing, 
spread sheets, presentation, and data storage. Earlier, we saw why Google Docs can also 
be viewed as a (private) “software as a service” (or SaaS) version of cloud computing.  
 
We begin our analysis by noting that Google Docs purports to be sensitive to the privacy 
concerns of its users. When, in March 2009, Google reported that a bug in Google Docs 
had allowed unintended access to some private documents, and it was estimated that 
“0.05% of documents stored via the service were affected by the bug, Google claimed 
that the bug had been fixed within a few days (Breitbart, 2010).  However, in regards to 
“personal account” information, Google Docs includes the following statement with 
respect to “Privacy and Security: Personal Account Information”: 

We may use information that is not personally identifiable to improve the quality of 
other Google services and provide you with a seamless experience when using 
multiple Google products. Please be assured that we don't rent or sell your personally 
identifying information to other companies or individuals without your explicit 
consent. (http://docs.google.com/support/bin/answer.py?answer=47585&ctx=sibling) 

Does this policy satisfy the requirements specified in the contextual-integrity framework? 
First, we should point out that Google’s policy does not state explicitly what is meant by, 
or included under the category, “personally identifiable information.” Providing a precise 
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definition of what counts as information that is personally identifiable has not always 
proved easy, and perhaps it would be unfair to hold Google to a higher standard here. But 
even assuming that such a definition could, in principle, be achieved, it would not 
necessarily resolve the questions affecting the contextual-framework model.  Recall that 
in Nissenbaum’s scheme, protecting the privacy of individuals cannot necessarily be 
reduced to merely protecting “personally identifiable information.” For example, 
information that may not be readily viewed as “personally identifiable,” as well as 
information about persons that may seem innocuous needs to be protected in a specific 
context to fully enjoy “integrity.” As Nissenbaum points out, it is not simply the kind of 
personal information – i.e. information that is intimate, confidential, or sensitive – that 
needs protection; it is also information pertaining to persons that easily shifts between 
contexts with little or no normative protection that can be problematic. 

Google Docs in particular, and cloud-storage systems in general, are examples of what 
Nissenbaum calls “socio-technical” systems/practices: technical systems as they function 
in “social contexts” (184). These systems can affect a range of contexts in a variety of 
ways, much in the same way that Nissenbaum notes that telecommunications systems do, 
because they also depend on “a host of factors.” She goes on to note that for technologies 
of this type, “the ideal is flexibility in how well they are adapted to particular contexts so 
the flows of information may be tailored according to the requirements of entrenched 
informational norms” (184-185). Nissenbaum uses the example of Caller ID as an 
instance of how the telecommunications industry was able to design into their systems 
some fine-tuned settings responding to challenges that threatened contexts of social life. 
In the same way, the cloud-storage industry may follow the telecommunications field in 
offering technical services that also respect the integrity of social life. Has it? We will use 
Nissenbaum’s heuristic to approach this question. 

Socio-technical systems and practices need to be analyzed not only from descriptive 
aspects (included in Steps 1-5) of the “decision heuristic,” but also in terms of their 
relevant moral and political implications. This involves applying Steps 6-9 to the socio-
technical practice under consideration – in this case, concerns affecting cloud storage 
practices on Google Docs. In some respects, we have already addressed key elements in 
the descriptive components of the heuristic contained in the first six steps in our earlier 
discussion of cloud storage. For example, we have described cloud storage in terms of its 
“information flows” and we have identified the “information subjects, senders, and 
recipients” involved. We have also identified the “transmission principles” and located 
the “applicable entrenched informational norms” that pertain to data storage. But we have 
not yet determined whether cloud-storage systems in general, or Google Docs in 
particular, either defy or breach any of the “entrenched norms”; so it is difficult for us to 
make the “prima-facie assessment” (described in Step 6) at this point. To determine 
whether contextual integrity is violated in cloud-storage practices affecting Google Docs, 
we will need to proceed directly to the evaluative criteria included in Steps 7-9 of the 
decision heuristic. 

In Step 7, the first level of evaluation, Nissenbaum asks us to consider what kinds of 
harms – specifically, which kinds of threats to autonomy and freedom – the socio-
technical system in question poses. For example, what implication might practices 
affecting Google Docs have for “justice, fairness, equality, social hierarchy, democracy, 
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and so on” (182). Nissenbaum notes that whereas in some cases, the implications for 
these factors may be clear cut, in many cases further evaluation is required; this, in turn, 
is carried out at Step 8, where Nissenbaum invites us to consider how a system or 
practice, such as storage of data on Google Docs, “directly impinges” on “values, ends, 
and goals of the context” (182). Finally, at Step 9, we are asked to make a 
recommendation for or against the socio-technical system/practice, based on the findings 
acquired from the two previous evaluative steps.   

It is not clear to us, on the basis of what we have seen thus far that contextual integrity is 
violated in the Google Docs  “cloud storage context”. We distinguish Google Docs as a 
distinct context (SaaS-Private) that is based on a particular set of practices involving 
cloud- storage systems in general. We have seen that Google has a specific privacy policy 
that is arguably transparent and is designed to protect personally identifiable data that 
resides in its space. Its goal is to offer a free service, to all who sign up, and to enable 
users to have control over their own data. On our view, Google has met each of these 
goals. But we have also seen that Google Docs is not impervious to bugs (and from 
potential cyber attacks) that threaten the integrity of the data stored in its space. This 
concern, however, is as much a worry from the perspective of security as it is from 
privacy; and given Google’s timely response in 2009 to fixing the bug in its system, it 
would seem that this company takes the privacy interests of its users (in its cloud storage 
space)  seriously. So based on our analysis, thus far at least, of Google Docs vis-à-vis  
Nissenbaum’s decision heuristic, it would seem that the contextual-integrity framework 
would “recommend in favor of” this context. 

However, we have also seen that there are a wide variety of cloud-storage systems and 
practices (based on the scheme we articulated in Table 1, which identified nine distinct 
contexts). So, we cannot infer that every permutation of SaaS, or even every instance of 
Saas-Private, storage-device systems will satisfy the privacy requirements for the 
framework of contextual integrity. In fact, the decision heuristic would have to be applied 
to each distinct context and possibly extended to the applications that impact stored data. 
We should also note that Google Docs, while seeming to comply with the requirements 
of contextual integrity at present, could conceivably modify it practices for data storage at 
some future point in time in ways that would defy or violate one or elements in 
Nissenbaum’s decision heuristic. So, any conclusion we reach about privacy in the 
context of cloud storage (systems and practices) must be guarded, as it is limited to our 
analysis of current practices involving Google Docs. On the other hand, however, it is 
encouraging for users who wish to turn to the Cloud as a repository for storing their 
personal data to know that Google Docs currently operates in ways that satisfy the criteria 
specified in the framework of privacy as contextual integrity. 

 
Conclusion 
We have examined some aspects of cloud computing from the perspective of personal 
privacy. In particular, we examined systems and practices affecting cloud storage from 
the framework of Nissenbaum’s decision heuristic for her theory of privacy as contextual 
integrity. We applied Nissenbaum’s model to Google Docs, as an example of a socio-
technical system/practice involving cloud storage. We believe that Google Docs 
conforms to the requirements of the decision heuristic within the framework of contextual 
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integrity. However, we also saw that there are other variations of cloud storage in which 
the practices used may not necessarily comply with these standards. So, any conclusions 
drawn about privacy in the context of cloud-storage systems in general must be tentative, 
even if we can affirm the privacy practices involving Google Docs. 
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